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Abstract—Ice-penetrating radar data, used to map the struc-
ture of Earth’s ice sheets, is only available sparsely across
Antarctica and Greenland due to the high cost and logistical
complexity of the crewed airborne surveys currently needed to
collect it. While many other remote sensing observations are now
collected at high spatial and temporal resolution by satellites, the
feasibility of collecting ice-penetrating radar data from Earth-
orbiting satellites remains in question and no attempts have
been made to date. High altitude, long endurance uncrewed
aerial vehicles also promise to provide automated, long-term
data collection similar to orbital platforms, while operating at
speeds and altitudes that are more favorable to radar sounder
link budgets and providing flexibility in flight paths. In this work,
we jointly optimize a stratospheric UAS platform with an ice-
penetrating radar to maximize expected signal-to-noise ratio. We
analyze two candidate designs for their expected capability to
map the bed beneath the Greenland and Antarctic Ice Sheets.

Index Terms—HALE, UAS, ice-penetrating radar, solar air-
craft, cryosphere

I. INTRODUCTION

Ice-penetrating radar (IPR) sounders are a type of nadir-
facing radar instrument used to image the englacial and
subglacial structure of ice sheets and glaciers. Since the first
large-scale airborne surveys in the late 1960s, a primary
focus has been mapping the topography beneath the Antarctic
and Greenland Ice Sheets (AIS and GIS, respectively) [1–3].
Despite decades of surveying efforts, major gaps still exist in
our knowledge of the sub-glacial topography [4]. Even along
Antarctica’s crucial coastal margins, where local topography
has a direct influence on melt rates, only about 12% of the
grounding line is within 1 kilometer of an IPR survey line
[5]. This data sparsity increases uncertainty in sea level rise
estimates. Current topographic uncertainty around Thwaites
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Glacier is estimated to account for over 20 cm of uncertainty
in global mean sea level rise over the next 200 years [6].

This perspective views IPR surveying as a map-building
exercise, but new methods of analysis for IPR data treat the
data as part of a time series. IPR data is being used to map
englacial and subglacial water [7, 8], track seawater intrusion
[9], estimate ice temperature [10], and infer englacial velocity
[11]. Changes in these properties could be observed by repeat
IPR observations.

Ice sheet surface velocity has relatively recently become
available as a high spatial and temporal resolution data product
enabled by surface-observing synthetic aperture radar (SAR)
satellite missions [12]. The availability of this data has enabled
better maps of bed topography [13], improved estimates of
current ice sheet mass loss [14], and improved data-driven
estimates of the fundamental physics of ice flow [15].

Ice-penetrating radar collected at similar spatial and tem-
poral resolutions would almost certainly unlock dramatic new
discoveries, however orbital platforms present significant chal-
lenges to IPR instruments. Several satellite-born IPR systems
have been proposed [16–19], but concerns about achieving
acceptable signal to noise ratios (SNR) [20, 21] and signal
to clutter ratios (SCR) [22] have raised questions about the
feasibility of these proposals. Orbital platforms are inherently
very high altitude and velocity, both of which degrade the
expected signal to noise ratios. Since IPR sees reflections from
both surface and subsurface interfaces, the risk of off-nadir
reflections overwhelming the desired reflections increases with
altitude. Finally, output power and frequency selection are
limited by Earth’s ionosphere (effectively blocking lower
frequency bands), the availability of space-qualified amplifiers
(limiting output power), and spectrum allocation rules (which
set limits on both frequency and power).

II. SOLAR-POWERED, STRATOSPHERIC UAS AS IPR
PLATFORMS

The emergence of high altitude, long endurance (HALE)
uncrewed aerial systems (UAS) represents a promising inter-
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mediate option between the expense and complexity of low-
altitude aircraft and the challenges of orbital platforms for IPR.
The Stratospheric Climate Observatory System (SACOS) is a
joint effort between MIT, Harvard, and Electra.aero to develop
a solar-powered HALE UAS designed for climate observations
[23, 24]. Flying above the tropopause, HALE systems are able
to avoid most of the weather systems that complicate low-
altitude polar flights. Solar powered HALE aircraft are ideally
suited for operations in polar regions during summertime, with
close to 24 hours of daylight providing energy for continuous
surveying missions over up to about 4 months over each
pole. While HALE systems fly significantly higher than other
aircraft (∼ 12 km versus ∼ 1 km over polar regions), most
designs are capable of flying much slower than crewed aircraft,
facilitating longer dwell times to improve IPR SNR [25].
Additionally, sub-orbital systems are friendlier to lower-TRL
components, as instrument components do not need to survive
a space environment and can be replaced between seasons.

While solar-powered HALE platforms only provide cover-
age over part of the year in polar regions, they are taskable
and can spend all of the summer season over specific targets
of interest. This capability means that a HALE UAS could be
used to fly over critical flux gates or perform repeat monitoring
timed with events such as tides. This is in contrast to orbital
systems which can generally only spend a fraction of their
time over polar regions and where tasking requires burning
through a non-replenishable supply of fuel.

These advantages make HALE UAS appealing platforms for
remedying the IPR data sparsity challenge. Using a multidis-
ciplinary design optimization tool developed for SACOS [26],
we explore the joint optimization of a HALE platform with
an IPR instrument.

III. JOINT OPTIMIZATION OF AIRCRAFT AND INSTRUMENT

The complex and highly-coupled systems involved in the
design of a solar-powered HALE aircraft necessitate a Mul-
tidisciplinary Optimization (MDO) approach for design and
analysis. The Dawn Design Tool (DDT) is a dedicated MDO
tool developed by the SACOS program, that sizes and designs
a solar-powered aircraft by simultaneously solving the aircraft
physics, energy balance, trajectory and operational considera-
tions, and various other factors. Depending on various input
factors such as the geographical location of a mission, the
time of year, the required duration of the mission, and the
payload properties such as weight, size, and power, the tool
can investigate whether continuous flight from a solar aircraft
design is feasible from a net energy perspective, and if it is,
what the optimal configuration is, depending on the objective
that is being designed for. The DDT involves hundreds of vari-
ables and models, and thousands of constraints. These include
2D aerodynamics, 3D aerodynamics, mass and sizing models,
structures and associated solvers, atmospheric libraries, wind
data, geophysical libraries, and key technology assumptions.
We briefly review our use of the tool here. For details of the
optimization approach, aircraft model, and examples, we refer
to previous literature [23, 24, 26].

A. Simulation of aircraft system performance

Due to aero-structural failures prevalent in this class of air-
craft, the default objective function for the DDT has been min-
imizing wingspan while achieving threshold mission success.
In this study, however, an objective function was developed
in order to maximize the predicted achievable surface SNR.
In order to enable this, the instrument physics were coupled
within the aircraft model. The basis for such an integrated
approach with the DDT has been demonstrated previously
[27]. This process needs to be dynamically coupled as opposed
to in stages in order to capture the effect that variables such
as flight altitude and ground speed have on both aircraft and
instrument performance.

For a given set of mission and payload requirements, input
parameters, and constraints, the output of the design tool is
the convergence to a singular optimal aircraft design point
based on the objective. The resulting output defines all facets
of the aircraft including the aircraft size (e.g. wingspan, take-
off gross weight), the configuration (e.g. number and size of
propellers), the mass breakdown of various subsystems, the
energy balance of various subsystems, operating specifications
(e.g. cruise altitude, thrust, airspeed), and payload metrics such
as utilized payload power.

Key drivers of the results include solar properties such as so-
lar irradiation and angle based on the time of year and location.
Similarly, the height of the tropopause is particularly relevant
as the aircraft is constrained to operate in the stratosphere,
above turbulent weather and where solar flux is predictable
and unimpeded. Assumptions about key technologies such as
battery energy densities, solar cell efficiency, and so on, are
based on current technologies that are reasonably procurable.

B. Simulation of radar system performance

A simple model of the IPR instrument is integrated with the
DDT. To assess feasibility for an IPR instrument, we focus on
the expected SNR at the ice-bed interface. The power returned
to a radar instrument from a reflection off of a flat, specular
interface, such as the surface of an ice sheet, from the first
fresnel zone may be estimated as [28, Equation S.28]:

Psurface =
PtGtGrλ

2|Γsurface|2

(4πh)2
(1)

Where Pt is the transmit power, Gt and Gr are the transmit
and receive antenna gains, λ is the wavelength, |Γ|2 is the
power reflection coefficient, and h is the altitude of the radar
above the surface.

While the surface reflection can be relatively well charac-
terized, englacial reflections are most difficult to estimate due
to a wide range of attenuation rates within ice and unknown
reflection coefficients at the ice-bed interface, among other
uncertainties. As an alternative, we follow the methodology
introduced in [20] and use a data-driven estimate of the
required surface SNR (RSSNR), defined as the SNR needed
on the surface reflection to have a 0 dB ice-bed interface
SNR after correcting for geometric spreading. To extend this



approach to the GIS, we use radar sounder data collected by
the University of Kansas as part of Operation IceBridge [29]
and apply the same methodology as [20] to estimate RSSNR
over the GIS. Following this approach, we optimize for surface
SNR and use RSSNR to estimate the expected basal SNR.

Pulse length and pulse repetition interval are set by three
constraints:

1) The pulse length must be less than the round trip travel
time for a surface reflection

2) The pulse repetition interval must be long enough that
the next pulse does not start until a pulse from a 5
kilometer sub-ice interface would have returned (”one
pulse in the air”)

3) The pulse length must be short enough that the surface
return and a basal return from 75% of the expected ice
thickness do not overlap

This final constraint is designed to remove any issues of
sidelobes from the surface overwhelming the basal echo. It
is a dynamic constraint in the sense that it is calculated for
each point over the ice sheet and limits the available pulse
compression gain in thinner regions.

For simplicity, we assume a single transmit antenna and a
single receive antenna. The total approximate mass of the IPR
system is assumed to be related to the radar’s peak output
power by an exponential fit to the mass of selected Class AB
power amplifiers. Pulse compression and coherent summation
gains over one Fresnel zone are included in all SNR figures.
Other parameters of the radar system are shown in Table I.

TABLE I
RADAR PARAMETERS

Frequency 60 MHz
Bandwidth 10 MHz

Antenna Gain 3 dBi
Noise Temperature 290 K

Transmit Power 1 - 1,000 W
Surface Reflectivity -10 dB

C. Optimization process

The Dawn Design Tool optimizes for a single objective,
in this case maximizing predicted surface SNR of the radar
instrument. To consider a range of possible designs, we first
ran the design tool independently for a range of target latitudes
(spanning each ice sheet at 5 degree resolution) and for three
different wingspan lengths (15 m, 25 m, and 35 m). Based on
an assessment of the resulting configurations, two candidate
designs (wingspan and radar power) were selected from these
runs and the design tool was re-run with these parameters fixed
for a range of mission lengths (1 month through 4 months).

IV. CANDIDATE DESIGNS

We present results from two candidate designs. The 15-
meter wingspan design achieves very promising SNR across
most of the AIS, however it is limited by the smaller amount
of solar energy captured by the available solar panel area and

can only support somewhat shorter missions. In addition to
supporting a much higher power IPR instrument, the 25 meter
design is capable of flying over nearly every part of the AIS
for at least 11 weeks during the austral summer and the GIS
for 10 weeks during the boreal summer. Predicted basal SNR
over Antarctica is shown for each system in Figure 1. Viable
mission extents are shown in Figure 2.

A. Design 1: 15 meter wingspan

At a 15 meter wingspan, the payload power and mass
budgets are highly constrained. Despite these limitations, the
15 meter design achieves 40 dB estimated basal SNR across
88% of the AIS and 56% of the GIS. The 15 meter design has
a relatively short viable season of about 3 weeks per year at
latitudes beyond 65 degrees north or south but is capable of an
11 week season beyond 70 degrees. Selected specifications of
this design are shown in Table II. The “max nominal” altitude
and airspeed refers to the highest cruise altitude and airspeed
across the range of latitudes considered.

TABLE II
15 METER WINGSPAN DESIGN SPECIFICATIONS

Wingspan 15 m
Gross Take-off Mass 124 kg

Max Nominal Altitude 13 km
Max Nominal Airspeed 23 m/s

Payload Mass 4 kg
Payload Power 65 W

Peak Transmit Power 60 W
Transmit Duty Cycle 35 %

B. Design 2: 25 meter wingspan

A 25 meter wingspan design allows for greater mission
flexibility, with an 11 week season feasible above or below 60
degrees north or south. This is especially impactful in southern
Greenland, an area where the 15 meter wingspan version has
a limited season of viability. Additionally, the larger vehicle
supports a heavier payload, enabling an 800 W peak transmit
IPR for a roughly 10 dB better link budget.

TABLE III
25 METER WINGSPAN DESIGN SPECIFICATIONS

Wingspan 25 m
Gross Take-off Mass 290 kg

Max Nominal Altitude 13 km
Max Nominal Airspeed 22 m/s

Payload Mass 20 kg
Payload Power 650 W

Peak Transmit Power 800 W
Max Transmit Duty Cycle 35 %

V. DISCUSSION

With a potential 2-3 month season over each ice sheet, the
data collection potential of a HALE UAS-borne IPR system
is transformative. A single vehicle traveling at an average
ground speed of 20 m/s can collect 52,560 line-km of data per



Fig. 1. Estimated SNR of basal reflection for the 15 meter wingspan design (left) and the 25 meter wingspan design (right) over the AIS based on estimated
required surface SNR.

Fig. 2. The viable mission length is limited primarily by solar flux and is thus
a function of latitude. Left: Northernmost latitudes continuously accessible
during an 11 week AIS mission. Right: Southernmost latitudes continuously
accessible during a 10 week GIS mission.

month. To put this in perspective, NASA’s Operation IceBridge
collected roughly 580,000 line-km of IPR data over a 10 year
period [13]. This volume of data could be collected in just 3
years of 4-month missions with a HALE UAS. In Antarctica,
the international community collected an average of about
85,000 line-km between 2000 and 2020, as estimated from
BedMap 2 and BedMap 3 data releases [30, 31]. A single
HALE UAS performing a 2 month mission to Antarctica
would exceed this annual data volume.

This analysis suggests that achieving sufficient SNR for a
HALE UAS-borne IPR is feasible, even for a relatively small
aircraft. Thermal noise is not always the limiting factor in
IPR measurements, though, and some aspects of these radar
designs have not been extensively tested. One of the redeeming
qualities of higher altitude systems is that they may coherently
integrate over a longer distance by focusing [32]. This gain
accounts for over 45 dB of SNR improvement, dramatically
exceeding typical values for low-altitude aircraft [33], which
will require precise relative positioning of the aircraft.

As the platform altitude increases, the antennas also become
sensitive to surface and sub-surface clutter from a larger area.
This clutter results from off-nadir scattering from surface or
near-surface interfaces that may exist at the same reflection
time as a desired englacial or subglacial interface. This is

especially true for interior regions of each ice sheet, where
the presence of firn creates an opportunity for numerous
additional near-surface reflections, though this effect becomes
less pronounced at lower frequencies, where the firn layers are
smoother relative to the wavelength [22].

In this work, we focus on the detectability of the basal
interface, but englacial layering is also a target of interest.
Both off-nadir clutter and surface sidelobes are obstacles
to detecting these shallower interfaces, especially at high
altitudes. Additional work is needed to quantitatively assess
the SNR required to image these interfaces.

While HALE systems are not limited in frequency selection
by the ionosphere [34], licenses would still need to be granted
for a high-power IPR operating at wide bandwidth.

VI. CONCLUSIONS

IPR is a very promising early payload for HALE UAS.
While there are proposals, there are currently no Earth-orbiting
IPR instruments, so HALE UAS compete directly with the
expensive logistics of crewed aircraft in remote locations.
Flying above the tropopause, HALE aircraft can also avoid
many of the polar storms that complicate low-altitude logistics.

The link budgets developed in this work suggest that even a
relatively small 15 meter wingspan HALE UAS could image
the bed beneath most of the AIS. Due to the continuous
collection capabilities, the data volume that could be collected
by a single aircraft in each season would exceed the average
annual IPR data collection efforts of all nations in Antarctica.

The development of a reliable HALE UAS platform remains
the primary technical obstacle. As previously noted, many
experiments have ended with structural failures, often as a
result of weather. While the high solar fluxes make polar
regions appealing for solar UAS, the weather patterns can be
unpredictable, posing potential additional challenges.

On the instrument side, further validation of link budgets
for higher altitude platforms is needed. This could be done
with a mix of conventional crewed aircraft flying at varying
altitudes and high-altitude balloons or airships.

While technical challenges remain on both the platform and
sensor sides, HALE UAS-borne IPR holds the potential to
change the game on IPR data collection, potentially helping
to transform the sub-surface of Earth’s ice sheets from a data
poor to a data rich environment.
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H. Conway, H. F. J. Corr, F. Gillet-Chaulet, C. Martı́n,
E. C. King, R. Mulvaney, and H. D. Pritchard, “Full-
depth englacial vertical ice sheet velocities measured using
phase-sensitive radar: Measuring englacial ice velocities,”
Journal of Geophysical Research: Earth Surface, vol. 119,
no. 12, pp. 2604–2618, Dec. 2014. [Online]. Available:
http://doi.wiley.com/10.1002/2014JF003275

[12] E. Rignot, J. Mouginot, B. Scheuchl, and S. Jeong, “Changes
in Antarctic Ice Sheet Motion Derived From Satellite
Radar Interferometry Between 1995 and 2022,” Geophysical
Research Letters, vol. 49, no. 23, p. e2022GL100141, Dec.
2022. [Online]. Available: https://agupubs.onlinelibrary.wiley.
com/doi/10.1029/2022GL100141

[13] M. Morlighem, C. N. Williams, E. Rignot, L. An, J. E. Arndt,
J. L. Bamber, G. Catania, N. Chauché, J. A. Dowdeswell,
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